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Abstract 
This paper aims to present a supervised classification algorithm based on data fusion for the segmentation of 
the textured images. The feature extraction method we used is based on discrete wavelet transform (DWT). In 
the segmentation stage, the estimated feature vector of each pixel is sent to the support vector machine (SVM) 
classifier for initial labeling. To obtain a more accurate segmentation result, two strategies based on infor-
mation fusion were used. We first integrated decision-level fusion strategies by combining decisions made by 
the SVM classifier within a sliding window. In the second strategy, the fuzzy set theory and rules based on 
probability theory were used to combine the scores obtained by SVM over a sliding window. Finally, the per-
formance of the proposed segmentation algorithm was demonstrated on a variety of synthetic and real images 
and showed that the proposed data fusion method improved the classification accuracy compared to applying 
a SVM classifier. The results revealed that the overall accuracies of SVM classification of textured images is 
88%, while our fusion methodology obtained an accuracy of up to 96%, depending on the size of the data base. 
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1. Introduction 

Texture is one of the main characteristics of images as it contains important information about the 
structural arrangement of surfaces and their relationship to the surrounding environment. This can be 
seen in many images from multispectral remote sensed data to microscopic photography. Despite the 
lack of complete and formal definition of texture, a large number of approaches for texture segmenta-
tion/classification have been treated in the literature. In addition, texture-based segmentation has 
shown its importance in various applications ranging from computer vision, image synthesis, and bio-
medical image processing [1] to remote sensing [2]. Image segmentation is a fundamental problem in 
image processing, which is a prerequisite to high-level computer vision applications. It aims to divide 
an image representing a real scene or a synthetic one into classes or categories in correspondence to 
different objects and the background in the image. In the end, each pixel should belong to one class and 
only one. In other words, we look for the image to be partitioned into distinct segments, and each of 
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them shares some features in common such as intensities, color, or texture. Particularly, image texture 
defined by repeated patterns of intensities adds a lot of complications in image processing tasks. A tex-
tured image often has several regions with different textures in existence, and the task of segmentation 
is to locate the texture boundaries. This is because the pixel near the texture boundary has neighboring 
pixels belonging to different textures. Many studies have been performed for the segmentation of the 
textured images, such as watershed transform [3], Markov random field [4, 5], probabilistic techniques 
[6], and wavelet transform [7]. 

The texture classification process usually involves two phases: the learning phase and the recognition 
phase. In the learning phase, the target is to build a model for the texture content of each texture class 
present in the training data, which is generally comprised of images with known class labels. 

The texture content of the training images is captured with the chosen texture analysis method, which 
yields a set of textural features for each image. These features, which can be scalar numbers or discrete 
histograms or empirical distributions, characterize the given textural properties of the images, such as 
spatial structure, contrast, roughness, orientation, etc. In the recognition phase, the texture content of 
the unknown sample is first described with the same texture analysis method. Then, the textural fea-
tures of the sample are compared to those of the training images with a classification algorithm, and the 
sample is assigned to the category with the best match.  

A wide variety of techniques for modeling the texture have been proposed. The most popular feature 
extraction techniques are Gabor filters [8], co-occurrence matrix [9] and wavelets [10-13]. A compara-
tive study has been presented by [14]. 

Wavelets have been identified as popular and effective texture characterization methods. Also, they 
have proved to give better texture characterizing results, even if their major problem is their lack of 
directionality and shift in variance. A complex wavelet decomposition was proposed to give directional-
ly specific and shift invariant sub-bands, but our purpose is to fill this gap and to try to improve the 
performance of this system, therefore discrete wavelet transform (DWT) has been chosen in this paper 
as a key method for texture characterization. 

Texture segmentation can be pixel wise or block wise. Pixel wise segmentation schemes evaluate the 
texture features in a neighborhood surrounding each pixel in the image. The advantage of pixel wise 
segmentation over block wise lies in the removal of blockiness. For this reason, we chose pixel wise 
segmentation to extract features. 

After a proper texture feature extraction by wavelet transform, a suitable classification algorithm is 
used. From among the most popular classifiers, we chose the support vector machine (SVM). It was 
initiated by [15] and is primarily a linear classification approach to two classes. It tries to separate indi-
viduals from two classes (+1 and -1) seeking the optimal hyper plane that separates the two sets. This 
guarantees a large margin between the two classes. In our case, SVM was used for a multiclass problem. 

Several classifiers can give different answers about the assignment of a pixel of the image to a given 
class. This is due to the quality of the content of the pixel and the specific uncertainty of the classifier. 
This uncertainty depends on the model decision of the classifier and the database used for learning. As 
such, there is no classification method that can fully satisfy the requirements of a particular application. 
On the one hand, the combination of multiple classifiers decisions has been introduced by several au-
thors to improve classification performance [16-18]. However, on the other hand, other authors com-
bined different extraction feature techniques [19], and some works like [7,20] combined features pro-
vided by the same feature extraction technique. The author in [21] combined the classification results of 



Chaimae Anibou, Mohammed Nabil Saidi, and Driss Aboutajdine 
 

 

J Inf Process Syst, Vol.11, No.3, pp.421~437, September 2015 | 423 

sliding windows, using all the windows containing the area to conduct classification for sonar images. 
All of these techniques introduce the concept of data fusion. 

Data fusion has been introduced to manage large amounts of multiple data sources in the military 
field. Recently, it was adapted to applications of signal processing. Bloch [22] defined data fusion as 
combination of information from multiple sources to help with decision-making. 

Four levels of fusion have been introduced in [23], which are as follows: sensor level, feature level, 
score level and decision level. 

In our work, we focused on the two fusions levels of score and decision level fusion. The first one is 
achieved by combining matching scores provided by the SVM classifier. The second one is used by 
combining decisions made by the same classifier. Three fusion methods were investigated and com-
pared: majority vote rule, the rules based on the probability theory (product, min, and sum), and the 
fuzzy set theory. All of these process were carried out on the same image (one source) provided by the 
same classifier. Fig. 1 illustrate the two process carried out to improve classification accuracy. 

Experiments show that both decisions and score fusion level enhance classification accuracy. The re-
mainder of this paper is organized as follows: Section 2 presents the background theory. The different 
steps followed in the proposed segmentation process are described in Section 3. Section 4 is dedicated to 
evaluating and comparing the performance of the described method. Finally, in Section 5, we conclude 
and suggest avenues for future work. 

 

 
Fig. 1. Textured image segmentation process based on scores and decisions fusion. DWT=discrete 
wavelet transform, SVM=support vector machine. 

 
 

2. Background Theory 

2.1 Texture Analysis 
 
Texture analysis is a major step in texture classification, image segmentation, and image shape identi-

fication tasks. Texture analysis groups a set of techniques for quantifying the gray levels present in an 
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image in terms of intensity and distribution in order to calculate the number of characteristic parame-
ters of the considered texture. 

It plays an important role in many image-processing tasks, ranging from remote sensing to medical 
imaging and industrial automation. Texture analysis is usually dealt with in two major phases. The first 
phase is feature extraction, in which the image information is reduced to a small set of descriptive fea-
tures. The second step deals with classifying the features obtained from individual pixels (e.g., texture 
segmentation) or a collection of pixels (e.g., image classification). 

 

2.1.1 Feature extraction 
 
Instead of using the raw data, selected measurements (called “features”) extracted from the raw data 

are used as the basis for classification. Features should be designed to be invariant or less sensitive with 
respect to commonly encountered variations and distortions, whilst containing less redundancy. The 
extraction of a set of features produces a feature vector x that take the form: ݔ = ,ଵݔ] ,ଶݔ ଷݔ … ,  ௡] or byݔ
its transpose. The key decision is determining which features to extract. Various methods for texture 
feature extraction have been proposed over the last decades by [9-12, 14]. 

Because texture has so many different dimensions, there is not one single method of texture represen-
tation that is adequate for a variety of textures. We chose DWT in this paper as a key method for texture 
characterization because it has been identified as a popular and effective texture characterization meth-
od, even if it’s major problem is its lack of directionality and shift invariance. Our purpose is to fill this 
gap and try to improve the performance of this system. 

Discrete Wavelet Transforms: Wavelets are functions that satisfy a linear combination of different 
scaling and translation of wave functions. Similar to the sinusoidal function in the Fourier transform, a 
wavelet is used as a basis function in representing a target function, a signal, or an image, as a superpo-
sition of wavelets. The main advantage of wavelets over other frequency methods, like Fourier trans-
form, is that it provides both frequency and spatial locality. 

Mallat [12] demonstrated that wavelet decomposition should be implemented by using two channel 
filter banks. One channel is a low pass filter (denoted as L), while the other channel is a high pass filter 
(denoted as H). Using these filters at each level of decomposition while down sampling the signal, ena-
bles simple decomposition by successive transforms. 

On a two-dimensional signal, like an image, rows and columns are filtered separately. As a result of 
one decomposition level, we have four sub-bands or sub-images [10, 12] denoted as: LL, HL, LH, and 
HH. The wavelet coefficients obtained contain local frequency information at multiple levels of resolu-
tion. They are then manipulated to form a vector of textural characteristics. 

 

2.1.2 Pixel classification 
 
Classification refers to assigning a physical object or incident to one set of predefined categories. In tex-

ture classification, the goal is to assign an unknown sample image to one set of known texture classes. 
  The texture classification process involves two phases: the learning phase and the recognition phase. 

In the learning phase, the target is to build a model for the texture content of each texture class present 
in the training data, which is generally comprised of images with known class labels. The texture con-
tent of the training images are captured with the chosen texture analysis method, which yields a set of 
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textural features for each image. These features, which can be scalar numbers or discrete histograms or 
empirical distributions, characterize the given textural properties of the images, such as spatial struc-
ture, contrast, roughness, orientation, etc. In the recognition phase, the texture content of the unknown 
sample is first described with the same texture analysis method. Then, the textural features of the sam-
ple are compared to those of the training images with a classification algorithm, and the sample is as-
signed to the category with the best match. In supervised classification, the spectral features of some 
areas of known land over types are extracted from the image. These areas are known as the “training 
areas.” Every pixel in the whole image is then classified as belonging to one of the classes depending on 
how close its spectral features are to the spectral features of the training areas, which is what we are fo-
cusing on in this paper. 

In the case of supervised classification, a k-nearest neighbor (K-NN) and SVM [24, 25] classifiers are 
usually applied. In our work we applied a SVM classifier. 

 

2.2 Information Fusion 
 
The fusion of information consists of combining information originating from several sources in or-

der to improve decision-making. Usually, information fusion [22] can be carried out at the four levels 
described below. 

 
 Sensor level fusion refers to the combination of raw data from different sensors. 
 Feature level fusion refers to the combination of different features vectors. 
 Score level fusion refers to the combination of matching scores provided by different classifiers. 
 Decision level fusion refers to the combination of decisions provided by individual classifiers. 
 
Generally, a single classifier is unable to handle the wide variability and scalability of the data in any 

problem domain. Most modern techniques of pattern classification use a combination of classifiers [16] 
and fuse the decisions provided to improve the classification efficiency. 

In our work, we focus on two fusion levels of score and decision level fusion. The first one is achieved 
by combining matching scores provided by the SVM classifier and the second one is used by combining 
decisions made by the same classifier. We investigated the three following fusion methods: majority 
vote rule, rules based on probability approach, and fuzzy set theory. All of these processes are carried 
out on the same image (one source) to take advantage of the redundancy of the same classifier. 

 
2.2.1 Majority vote rule 

 
The majority vote rule is the simplest approach for fusion due to its simplicity of implementation 

[22]. The class z most voted by the individual classifier is selected by computing the number of times 
that each class appears: 

ݖ  = ௞ୀଵ…஼ݔܽ݉݃ݎܽ ∑ ௝ܳ௝௞ெ௝ୀଵߙ                                                (1)  
Where:                                     ܳ௝௞ = ൜1     ݂݅ ݌൫ݓ௞ห ௝ܺ൯ = |௜ݓ)௜ୀଵ…஼ܲݔܽ݉ ௝ܺ)0                                               ܱݐℎ݁݁ݏ݅ݓݎ                            (2) 
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And:                                                               ∑ ௝ߙ = 1ெ௝ୀଵ                                                         (3) 
 
The coefficient ߙ௝ represents the reliability degree of the classifier and we can estimate it by using the 

recognition rate of each classifier. These coefficients are used to tackle the problem of the conflict be-
tween classifiers. In our case, we omitted this coefficient because we used one classifier. 

 
2.2.2 Fuzzy set theory 

 
The fuzzy set theory [26] is an extension of the classical theory. The main advantage of this theory is the 

possibility to represent imprecision and uncertainty. The interest of fuzzy logic is to assign several classes 
to an observation with different membership degrees, and to postpone the final decision step. We are pro-
posing the use of the fuzzy set theory for the SVM’s score fusion to improve classification performance. 

Let ܣ = ,ଵݔ} … ,  ,௖} be a fuzzy set in the universe of discourse U (in our case, the set of class labels)ݔ
defined as ܣ = ,(௜ݔ)ܣߤ} = ௜}iݔ  1, 2. . . c  where, the membership function ܣߤ(ݔ௜) having positive values 
in the interval [0 1] denotes the degree to which an event ݔ௜  may be a member of A. 

Estimating the membership function is a difficult step in fuzzy logic theory. Several modes of intra-
class combination (because it refers to the fusion of observations from the same class), have been pro-
posed in [27]. There are three combination families, which are as follows: conjunctive combination, 
disjunctive combination, and compromise combination. 

The decision is the final step. It is made once all of the membership degrees have been combined into 
a single one. Generally, we took into account the maximum of one of these: membership degree, expec-
tancy, likelihood, or entropy. We chose the criterion that employs the maximum membership degree, 
which provides better results. 

 
  

3. The Proposed Segmentation Algorithm 

The classification of pixels is based on the use of supervised classification approaches and on texture 
features. Using a sliding window (a block of 15×15 pixels) with a recovery step, the class for this win-
dow is assigned to its central pixel. However, this central pixel belongs to other window neighbors that 
can be classified into other classes. For this reason, we are proposing a fusion of the classification results 
of different windows that contain this central pixel. 

 
3.1 Pixels Classification 

 
The system applies a wavelet transform of level 1 Haar wavelet to the entire textured image (cf. Fig. 

2), and it extracts features from each image detail (݀௟, l=1…4) denoted as: LL1, HL1, LH1, HH1, where 
1 is designated as the first level. 

 
 LL1 contains both horizontal and vertical low frequencies: approximation coefficients. 
 LH1 contains horizontal low frequencies and vertical high frequencies: vertical details. 
 HL1 contains horizontal high frequencies and vertical low frequencies: horizontal details. 
 HH1 contains both horizontal and vertical high frequencies: diagonal details. 
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Pixel wise segmentation has been chosen rather than block wise [10]. Different tests have been carried 
out on a range of window sizes from 7×7 to 23×23. The results of the experiments show that the block 
size of 15×15 is the proper one for texture discrimination. 

 
 

Original image 

 

 

DWT 

LL1 HL1 

LH1 HH1 

 
Fig. 2. Application of 1-level discrete wavelet transform (DWT). 

 
We computed the mean and standard deviation over the sliding window W from the corresponding 

channel as: 
 ݉௟ = ଵேೢ ∑ (݀௟(݅, ݆)݀௟ ∈ ,ଵܮܮ} ,ଵܮܪ ,ଵܪܮ ଵ}(௜,௝)∈௪ܪܪ                                      (4) 

௟݀ݐݏ  = ට ଵேೈ ∑ (݀௟(݅, ݆) − ݉௟)ଶ           (௜,௝)∈௪                                             (5) 

 
where, ܰ௪ denotes the number of pixel in the window W. 

Finally, the feature vector corresponding to each pixel is composed of eight parameters. Illustration of 
the feature extraction process is presented in Fig. 3. 

For the training data we extracted features from samples of the remaining classes the same way as we 
did for the testing data. The estimated feature vector of each pixel is sent to the SVM classifier for an 
initial labeling. 

 

  
Fig. 3. Texture features extraction using discrete wavelet transform (DWT). 
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3.2 Fusion for Post-Classification 
 
Let I be the segmented image containing the class decisions of each pixel (the output of the SVM clas-

sifier)  ܫ = ݀௜௝ with ݅ = 1 … ݊  and j  = 1 … ݊ . We browsed the image by using a sliding window of 
size ܰ × ܰ, so that each pixel is surrounded by ܰଶ − 1 pixels. 

Each central pixel ݌௜௝,௟ of window ݓ௟ with decision ݀௜௝,௟ belongs to the ܰଶ − 1 window in a different 
position before the classification process. Whereas, each central pixel ݌௜௝,௠ of the windows ݉with݉ =1 … ܰଶ − 1 made different decisions ݀௜௝,௠. 

For example, in the case of pixel ݌ଷ,ଷ with decision ݀ଷ,ଷ and ܰ = 3, the central pixel is surrounded by 
eight pixels, which are the center of the eight windows that pixel ݌ଷ,ଷ belonged to. 

The same process is applied for the matrix scores provided by the SVM classifier instead of the deci-
sion matrix. 

 
3.2.1 Decision fusion 

 
Using the example above, we combined the decisions made by the actual block and its eight sur-

rounding ones of {݀ଷ,ଷ, ݀ଷ,ଶ, ݀ଷ,ସ, ݀ଶ,ଷ, ݀ଶ,ସ, ݀ଶ,ଶ, ݀ସ,ଶ, ݀ସ,ସ, ݀ସ,ଷ} by applying majority vote rule (cf. Fig. 4). 
 

 
Fig. 4. Decisions fusion process. 

 
The objective is to take into account the multiple decisions of the different blocks when the central 

pixel appears to improve decision-making. 
 

3.2.2 Scores fusion 
 
Letܵ be a matrix containing the scores of each pixel to each class provided by SVM,  ܵ = ݈ ௟௞ withݏ = 1 … ݇ and ܯ = 1 … ܯ ,where ܥ = ݊ × ݉is anumber of pixels of the image and C is the number of 

classes. We decomposed the ܵ to ݇ image, which was used as the source of information for data fusion ݎݏ௞ = ௜௝௞ݏ  where, ݅ = 1 … ܰ and  ݆ = 1 … ݉. We applied the proposed model described in Section 3.2 to 
each source and we combined these scores in the context of probability theory and fuzzy logic (cf. Fig. 5). 

{d3,3, d3,2, d3,4, d2,3, d2,4, d2,2, d4,2, d4,4, d4,3} 
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Fig. 5. Scores fusion process. 

 
Rules based on the probability theory: This approach consists of combining the scores offered by the 

SVM classifier, which are the posterior probabilities ݎݏ௞ = ௜௝௞ݏ = ܲ൫ݓ௞หݔ௜௝௞ ൯ where, ܲ൫ݓ௞หݔ௜௝௞ ൯ is the 
posteriori probability for the class ݓ௞ offered by source ݇ for the feature input ݔ௜௝ . We investigated sev-
eral ways to implement the combination of these probabilities as follows: 

 
+ Median rule: ݉ܽݔ௞ୀଵ…஼݉݁ ௝݀ୀଵெ ܲ൫ݓ௞หݔ௜௝௞ ൯ 

+ Sum rule: ݉ܽݔ௞ୀଵ…஼ ∑ ܲ൫ݓ௞หݔ௜௝௞ ൯ெ௝ୀଵ  

+ Min rule: ݉ܽݔ௞ୀଵ…஼݉݅ ௝݊ୀଵெ ܲ൫ݓ௞หݔ௜௝௞ ൯ 

Rules based on the fuzzy set theory: This approach consists of transforming the probability provided 
by the SVM classifier to membership degrees via the S-shaped membership function (cf. Fig. 6). 

 

;ݏ)ߤ ܽ, ܾ) =
۔ۖۖەۖۖ
ۓ ݏ ݂݅                  0 ≤ ܽ2 ቀݏ − ܾܽ − ܽቁଶ  ݂݅ ܽ ≤ ݏ ≤ ܽ + ܾ21 − 2 ൬ݏ − ܾܾ − ܽ൰ଶ  ݂݅  ܽ + ܾ2 ≤ ݏ ≤ ݏ ݂݅                   1ܾ ≥ ܾ
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Fig. 6. S-shaped membership function. 

 
The advantage of the fuzzy set theory over the modeling of the imprecision of information is the large 

variety of combination operators. We investigated several ways to implement the combination of these 
membership degrees as follows: 

 
+ Max:ܶ(ߤଵ, (ଶߤ = max(ߤଵ,  (ଶߤ

+Arithmetic mean: ܶ(ߤଵ, (ଶߤ = ఓభାఓమଶ  

+Hamacher t-norm: ௣ܶ(ߤଵ, (ଶߤ = ఓభఓమ௣ା(ଵି௣)(ఓభశఓమషఓభఓమ) 
 
With  ݌ = ଵଵ଴଴,  which provides the best performance. 
 
 

4. Experiments Results 

4.1 Pixels Classification 
 
We demonstrated the procedure and performance of the proposed algorithm by segmenting a tex-

tured image. Fig. 7 (a) illustrates a textured image containing four natural textures from the Brodatz 
album (http://multibandtexture.recherche.usherbrooke.ca/original_brodatz_more.html) of D16, D77, 
D21, and D32. 

Fig. 7 (a) has been decomposed by DWT on the first level with a Haar wavelet. The features were ex-
tracted from the multichannel images by using a sliding window W (15×15) over each channel. For the 
training data, we extracted a number of samples with the same size of W for each class. Fig. 7 (b)–(d) 
shows the segmented results by SVM classifier by selecting 400, 4,000, and 8,000 samples, respectively, 
from each class. 
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Fig. 7. (a) Textured image (256×256) obtained from the Brodatz album. (b–d) Segmented image by 
support vector machine (SVM) classifier for 400, 4000, 8000 samples, respectively. 
 

For each experiment, we used the percentage of correct classification to evaluate the classification ac-
curacy. 

Table 1 shows the recognition rates that were obtained by using different sizes of the training data-
base with the DWT and SVM classifier. The best result was obtained using 8000 samples with recogni-
tion rates of 92.66%. 

As seen in Fig. 7, the four textures are not well discriminated. So, in order to improve classification 
accuracy we integrated a fusion scheme in the decision and score level. 
 
Table 1. Recognition rates according to training data base size 

Training data base size (samples ×parameters) 400 × 8 4000 × 8 8000 × 8 

Recognition rates (%) 81.86 91.08 92.66 

 

4.2 Fusion Scheme 
 
The first fusion scheme consists of combining the decisions made by SVM classifier, as mentioned in 

Fig. 4 and the result is shown in Fig. 8. The window's size of 15×15 is the proper one for both decision 
and score level fusions. 

 

                                       
(a)                                                  (b)                                                     (c) 

Fig. 8. (a–c) Segmented image after decision fusion for 400, 4000, 8000 samples, respectively. 
 
According to Table 2, the results of decision fusion show that the quality of the segmented image is 

improved and that the recognition rate increased by almost 5% in the case of 400 samples per class. The 
best rate obtained after decision fusion was 94.78% for 8000 samples per class. 

Another fusion model for improving decision-making will be discussed below. It consists of combin-
ing the scores provided by the SVM classifier, as mentioned in Fig. 4, in the context of the probability 
theory and fuzzy logic. 

(a) (b) (c) (d) 
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Table 2. Recognition rates according to training data base size using decisions fusion 
Training data base size  (samples × parameters) 400 × 8 4000 × 8 8000 × 8 
Recognition rates (%) 86.74 94.33 94.78 
 
Probability approach: Table 3 shows the recognition rates obtained by combining scores provided by 

the SVM classifier using different training database sizes and a variety of combination operators in the 
context of the probability theory and the result is shown in Fig. 9. We noted that the classification rates 
obtained by the probability approach are significantly better than the rate found by the first approach 
that does not use fusion. 

 
Table 3. Classification rates according to probability combination operators and data base size 

Combination operators 
Recognition rate (%) 

400 × 8 4000 × 8 8000 × 8 
Min 93.97 92.57 92.47 
Sum 92.93 95.71 96.12 

Median 92.93 95.71 96.12 
 

                                       
(a)                                                        (b)                                                        (c) 

Fig. 9. (a–c) Segmented image after scores fusion by sum operator for 400, 4000, 8000 samples, respectively. 
 
Fuzzy set theory: Table 4 shows the recognition rates that were obtained by combining scores pro-

vided by the SVM classifier using a different training database size and a variety of combination opera-
tors in the context of fuzzy logic. 

 
Table 4. Classification rates according to fuzzy logic combination operators and data base size 

Combination operators 
Recognition rate (%) 

400 × 8 4000 × 8 8000 × 8 
Min 95.36 94.23 95.36 

Arithmetic mean 92.93 95.71 96.12 
Hamacher t-norm 96.15 97.07 97.36 

 

                                      
(a)                                                 (b)                                                     (c) 

Fig. 10. (a–c) Segmented image after scores fusion by Hamacher t-norm operator for 400, 4000, 8000 
samples, respectively. 
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As seen in Fig. 10 the four textures are well discriminated compared to the decisions fusion model. The 
best rate obtained after the score fusion was 97.36% for 8,000 samples per class using the Hamacher t-norm. 

 
Table 5. Classification rates of fusion models 

Recognition rate (%) 
Decision level fusion Majority vote rule  94.78 

Fuzzy set theory 
Max 95.36 
Arithmetic mean 96.12 
Hamacher t-norm 97.36 

Probability theory 
Min 93.97 
Sum 96.12 
Median 96.12 

 
As shown in Table 5, we observed that both the score level and decision level fusion increased recog-

nition rate, but fusion at the score level provided a better performance. 
The implementation of the algorithm was performed on a computer with 2GB (RAM), 1.6GHz of 

CPU, and a 256×256 image. Table 6 shows the execution time of the algorithm for the decision fusion 
and score fusion. The fuzzy set theory is time-consuming compared to majority voting and probability 
approaches, but it allows for the best performance in the context of this application. 

A comparison of the performance of the proposed method in the decision level fusion on other fea-
tures and classifiers is described in Table 7. 

 
Table 6. Execution time of the proposed approach 

 Time CPU(s) 
Decision fusion Majority vote rule 8 
Scores fusion Probability theory 7 
 Fuzzy set theory 120 

 
Table 7. Performance of the proposed decision level fusion method on other combination of feature/ 
classifier 

Feature Classifier Recognition rate (%)
Pixels classification Decision level fusion 

DWT KNN 90.18 94.04 
GLCM SVM 90.47 93.23 
GLCM KNN 89.63 93.98 
DWT SVM 92.66 94.78 

DWT=discrete wavelet transform, SVM=support vector machine, GLCM=gray level co-occurrence matrix, 
KNN=k-nearest neighbor.

 
As seen in Table 7, the proposed algorithm increased the classification rate, even if we used other fea-

tures and classifiers. Note that the recognition rates obtained by using the SVM classifier and DWT are 
better than the rates found by the other combinations. Also note that the fusion based on the decision 
level is significantly better than the method that does not use fusion for post-classification. 

In order to demonstrate the validity of the proposed algorithm, experiments were performed on a re-
mote sensing image (cf. Fig. 11). This is an IKONOS (http://www.crisp.nus.edu.sg/~research/tutorial/ 
opt_int.htm) 1-m resolution pan-sharpened color image of an oil palm plantation. The image is 300 m 
across. The image is composed of three parts that can be identified from the image texture. The triangular 
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patch in the bottom left corner is the oil palm plantation with mature palm trees and individual trees can 
be seen. The predominant texture is the regular pattern formed by the tops of the tree. Near the top of the 
image, the trees are closer together, and the tree canopies merge together, forming another distinctive tex-
tural pattern. In the bottom right corner ,the color is more homogeneous, indicating that it is probably an 
open field with short grass. Unfortunately, exact class maps were not available. 

 
  

(a) (b) (c) (d) 
Fig. 11. (a) IKONOS image. (b–d) Segmented image by SVM classifier, by decisions fusion, by scores 
fusion respectively for 100 samples. SVM=support vector machine. 

 
As seen in Fig. 11, the three parts can be well defined after the data fusion process. The result of the 

DWT and SVM classifiers contain the sur-segmentation of regions, but after applying both the decision 
and score fusion process the result of classification is improved, especially in the case of the decision 
fusion process, which clearly identifies the three regions. 

 
Table 8. Comparative analysis of textured image classification 

Ref. Contribution Proposed approach Fields Fusion Dataset Accuracy 
(%) 

[2] Combination of spectral
and texture features using 
local spectral histogram 

Propose an approach for 
segmentation of remote 
sensing image using both 
spectral and texture 
information 

Remote
Sensing 
image 

Feature 
level 
fusion 

IKONOS 
imagery 

64.00 

[16] Combination of 
information from several 
Individual classifier in 
Multi class classification 
based on fuzzy theory 

Classification of urban 
remote sensing images by 
considering the fusion of 
multiple classifiers 

Remote 
sensing 
image 

Decision 
level 
fusion 

IKONOS 
imagery 

75.70 

[21] Fusion of classification 
results of sliding windows 
using all the windows 
containing the area to 
classify 

Combination of multiple 
classifiers to improve 
classification of textured 
images using GLCM 
feature and SVM 
classifier 

Sonar
image 

Decision
and 
score 
level 
fusion 

GESMA 89.22 

[13] Extraction of textures 
primitives with DWT to 
build an universal textons 
vocabulary that describes 
local features of textures 

Provide a supervised 
texture based 
segmentation method 
based on DWT and SVM 
classifier 

Remote 
sensing 
image 

- SPOT 
imagery 

90.00 

This 
study 

Combination of multiple 
decisions/scores provided 
by the same classifier over a 
sliding window using all the 
blocks when the pixel to 
classify appears. Three 
fusion methods are 
investigated: Majority vote, 
Probability, Fuzzy Set 

Provide an improved 
algorithm for 
classification of textured 
images based on score 
and decision level fusion 

Remote 
sensing 
image 

Decision 
and 
score 
level 
fusion 

Brodatz 
texture 

 
IKONOS 
imagery 

97.36 
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Table 8 represents the results obtained by other works versus the contribution of our study. The re-
sults of our contribution show that it is possible to achieve a good fusion performance by carefully 
choosing the best fusion technique. For the textured image from the Brodatz album, the accuracy rate 
sis 97.36% for 2000 samples per class in the training step. 

 
 

5. Conclusions 

In this paper, we have proposed a novel approach for the segmentation of textured images based on 
information fusion. The first step was extracting the features using a Discrete Wavelet Transform that is 
sent to the Support Vector Machine classifier for initial labeling. Then, we proposed both a score and 
decision level fusion of the classification results to improve the segmentation result. 

We studied an approach based on majority voting, which is an approach that uses a probability theo-
ry and a fuzzy set theory approach. This provided a significant improvement for the results of the classi-
fication of textured images. The algorithm was tested on a variety of images and showed satisfactory 
segmentation performance. 

As for future work, we want to validate our approach against noisy textured images, and we also want 
to study other advanced combination schemes, such as the belief theory and naive Bayes. 
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