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Abstract 
In the conventional clustering algorithms, an object could be assigned to only one group. However, this is 
sometimes not the case in reality, there are cases where the data do not belong to one group. As against, the 
fuzzy clustering takes into consideration the degree of fuzzy membership of each pixel relative to different 
classes. In order to overcome some shortcoming with traditional clustering methods, such as slow 
convergence and their sensitivity to initialization values, we have used the Harmony Search algorithm. It is 
based on the population metaheuristic algorithm, imitating the musical improvisation process. The major 
thrust of this algorithm lies in its ability to integrate the key components of population-based methods and 
local search-based methods in a simple optimization model. We propose in this paper a new unsupervised 
clustering method called the Fuzzy Harmony Search-Fourier Transform (FHS-FT). It is based on hybridization 
fuzzy clustering and the harmony search algorithm to increase its exploitation process and to further improve 
the generated solution, while the Fourier transform to increase the size of the image's data. The results show 
that the proposed method is able to provide viable solutions as compared to previous work. 
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1. Introduction 

The processing of any image can be seen as a semi-structured data and complex. The extraction of 
information offers new opportunities and challenges for the researchers. Several image-processing 
techniques have been developed to correctly and efficiently use the quality of information, including 
clustering, which was developed in the 1960s. Whether supervised or not, the objective is to extract the 
maximum information that exists in an image by identifying the various classes that constitute the 
depicted scene that it is feasible to get a comprehensible and interpretable form. The supervised 
methods require a user’s description of the classes, while the unsupervised ones are independent from 
the user [1]. 

Several metaheuristic algorithms that have been described in the literature were used for 
classification: genetic algorithms, particle swarm optimization, support vector machines, etc., and this 
area has seen the emergence of a new generation of algorithm-inspired systems and biological phenomena. 
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The Harmony Search (HS) algorithm is one of these techniques. The HS is a metaheuristic optimization 
algorithm developed by Geem et al. [2] in 2001. It has a soft computing technique that is similar to the 
genetic algorithm [3], and it has the capacity to exploit the new solution proposed (harmony) with the 
synchronization of the search space where intensification and diversification of environmental 
optimization are parallel [4]. The HS algorithm was inspired by the observation that the purpose of a 
musician is to produce a piece of music with perfect harmony, which is analogous to finding the 
optimality in an optimization process. Research process optimization can be compared to the jazz 
improvisation process. On the one hand, the perfect harmony pleasant is determined by aesthetic 
estimation [5,6]. 

The effectiveness and benefit of the HS algorithm has been demonstrated in various applications. It 
has been applied to solve many optimization problems in civil, mechanical, and electrical engineering as 
an efficient optimization algorithm that often finds a solution faster than genetic algorithms or neural 
network algorithms [7,8]. It has also proved to be very successful in many other diverse fields, including 
computer vision, image segmentation, vehicle routing, and music composition [3,9]. The principal 
advantages of the HS optimization algorithm are summarized as follows [10,11]: 1) HS imposes fewer 
mathematical requirements; 2) HS does not require complex calculus, thus it is free from divergence; 3) 
HS uses stochastic random searches, thus any derivative information is unnecessary; 4) HS creates a 
new solution vector after considering all of the existing solution vectors; 5) HS does not require initial 
value settings for the decision variables, thus it may escape local optima; and 6) HS can easily handle 
discrete variables and continuous variables. 

The purpose of this study is to investigate the HS algorithm and design a new approach to improve 
the performance of clustering in an image-processing problem. Clustering or unsupervised 
classification in an image can indeed be obtained using a clustering applied to a set of pixel values (e.g., 
grayscale, color, or spectral responses). To increase the size of the downloaded image’s data, the Fourier 
transform is applied and then a hybridization of the HS algorithm and fuzzy clustering is performed for 
solving the classification task [1]. We then demonstrate the effectiveness of our clustering approach in 
different type of images (synthetic, artificial, photographic, and satellite). 

The rest of the paper is organized as follows: Section 2 presents the basic fundamental of fuzzy 
clustering. In Section 3, we explain the Fourier transform and we describe in Section 4 the HS 
metaheuristic algorithm in detail. Section 5 is devoted to the Fuzzy Harmony Search-Fourier Transform 
(FHS-FT) clustering algorithm. Implementation and results are discussed in Section 6 and the 
conclusion and future work are presented in Section 7. 

 
 

2. Fuzzy Clustering 

As has been previously defined, a clustering algorithm is typically performed on a set of n patterns or 
objects X={x1, x2,…, xn}, where each xi ϵ Rd is a feature vector consisting of d real-valued measurements 
describing the features of the object represented by xi [12] and its objective consists of assigning the 
elements to only one group. 

Two types of clustering algorithms are available: hard and fuzzy. In hard clustering, the goal is to 
partition the dataset X into non-overlapping, non-empty partitions G1,…, Gc, whereas, in fuzzy 
clustering algorithms the goal is to partition the dataset X into partitions that allow the data object to 
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belong in a certain (possibly null) degree to every fuzzy cluster [12].  
However, in reality, there are situations where the data does not belong to only one group, and these 

situations cannot be solved by exact clustering. Contrary to fuzzy clustering, the vectors can belong to 
more than one group. A membership value indicates the degree of membership of an element in each 
group [13,14]. Consider the following example: 

 

 
Fig. 1. Imprecision and uncertainty partitioning. 

 
This example (Fig. 1) shows the case of partitioning a set of objects according to their shapes and 

colors. We see that in the case of the red and blue squares has been the exception partitioning. This 
situation illustrates the imprecision and uncertainty related to the membership of the object to more 
than one group. The solution to this problem lies in the introduction of fuzzy logic, by adding a 
membership value that indicates the degree of membership of an element with different groups [12-14].  

This implies that the clustering output is a membership matrix called a fuzzy partition matrix U = 
[uij]c x n, as shown in Eq. (1), where, uij ϵ [0, 1] indicates the membership of the ith element to the jth 
group of the fuzzy cluster. The fuzzy partitioning of the data follows the following conditions:  
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Where, c is the cluster, n is data of the image (pixel), and uij represents the membership degree of a 

pixel i in group j, and cj is the center of the group j, we have: 
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As well as fuzzy clustering, there are several validity indices to evaluate the quality of fuzzy 

partitioning. We included the Jm index and XB index [12,15], which are two of the best-known indices. 
 
 

3. Fourier Transform 

A rectangular matrix whose elements correspond to the color value of each pixel represents a digital 
image. In the case of black and white images (2D signals), this value is the light intensity of the pixels in 
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the space and in the case of sound (1D signals), this value is then amplitude changes sound over time 
[16,17]. This type of easy transformation creates many advantages regarding image processing. 

The notion of the Fourier transform of the 2D signals is a generalization of the 1D signals. The 
Fourier transform of the image allows for the switching of representation in the spatial or temporal 
domains to representation in the frequency domain [17]. In the case of images (2D signals), the lower 
frequencies are large homogeneous areas and blurred parts, while the high frequencies represent 
contours (abrupt intensity changes) and noise [16].  

 
3.1 Mathematically 
 

For 2D signals (images), we defined their Fourier transform by the following mathematical formula: 
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Let f(x,y) be a function of two variables representing the intensity of an image, with: 
 X,Y as the spatial coordinates 
 vx,vy as the spectral coordinates. 

We see from the expression of the FT that F(vx,vy) is generally a complex number, even if f(x,y) is a 
real number. Thus, F(vx,vy) has amplitude and a phase. One can choose to represent either one or the 
other, and we were only interested that the amplitude [16,17]. And reciprocally the inverse Fourier 
transform is as follows: 
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This transformation is reversible and can be written as: 
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Nevertheless, in computer science, all of the signals used are sampled and quantized. Therefore, only 

the discrete equivalent (DFT) of the continuous Fourier transform is used. The mathematical definition 
of a signal s for N samples is as follows: 

 

                               



















1

0

1

0

2

),(),(
N

x

M

y

M

yv

N

xv
i

yx

yx

eyxfvvF


                                            (6) 

 
The inverse transform is given by:    
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3.2 Adjustment 
 

The frequencies are arranged unnaturally on the resulting image, as shown below: 
 

 
Fig. 2. Result of the Fourier transform and after inversion of the quadrants (left to right). 

 
It is considered much more natural to have low frequencies in the center of the image and high ones 

in the periphery (Fig. 2). As such, we chose to interchange the quadrants. Doing so did not change the 
result, because the image of the transform is periodic and the DFT can be made in any part of image 
Typically the low frequencies in the images are much more present (broad and slow intensity 
variations); thus, the majority of the content is in the center of the frequency spectrum [16]. 

 
3.3 Filtering and Convolution 
 

The convolution product is related to the concept of filtering. A filter is linear and time invariant 
(time independent). The Fourier transform of the convolution product of two functions is simply the 
product (classical) of their Fourier transform and reciprocally [16,17]. 

 

 
 
As such, we were able to use a spatial or frequency filter in an equivalent way. The latter option only 

involves multiplication, which makes it less expensive. 
 

 
 
For interpretation of the Fourier transform in terms of high and low frequencies, if we implemented 

the following variable change on FT: (u, v)  (ω, θ), then the value of F(ωcosθ, ωsinθ) for a pair (ω, θ) 
gives the amplitude of a sinusoid complex in pulsation ω in the direction θ (Fig. 3). 
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              convolution                    multiplication 
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             multiplication                    convolution 
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Fig. 3. Low frequencies and high frequencies in the Fourier plane. 

 
For many images, the middle (in terms of probabilities) of the amplitude is independent of the 

direction θ and decreases steadily with ω. If we decrease the amplitude of the high frequency (low-pass 
filtering according to ω for all values of θ), the image appears blurred and the edges are less sharp. If 
instead, we increase the amplitude at high frequencies, the contours are enhanced, but the image seems 
noisier (it has a larger grain) [17]. 

Thus, we concluded that for high frequency filtering that far from the center frequency of the FT is 
the opposite for Bas frequency filtering, and for the frequency near the center of FT and a band 
frequency filtering (average) we created a band circle between the high and low frequency. 

 
 

4. Harmony Search Algorithm 

The HS algorithm is a metaheuristic algorithm that was developed by Geem et al. [2] in 2001 for 
optimization problems. It mimics the process of the musicians playing their instruments and 
attempting to create a well-balanced harmony. It has a soft computing technique that is similar to the 
genetic algorithm [3] and it has the capacity to exploit our proposed solution vector (harmony vector) 
with the synchronization of the search space where intensification and diversification environmental 
optimization are parallel [4]. 

The HS algorithm takes several solution vectors into consideration simultaneously, and this 
procedure is similar to the genetic algorithm. However, the major difference between the genetic 
algorithm and the HS algorithm is in the reproduction process. While the HS algorithm generates a new 
vector from all of the existing vectors, the genetic algorithm generates a new vector from only two 
parents. In addition, iterations in the HS algorithm are faster than in the genetic algorithm [18,19]. 

To explain the research of harmony in greater detail, we must understand the process of 
improvisation by a skilled musician. Each musician remembers the good pitches in order to replay them 
again with the hopes of generating a fantastic harmony in their next practice session [20]. 

As such, each musician has three possible choices to improvise a pitch from his/her instrument 
[6,10,20], which are as follows: 

1. Playing any famous pitch exactly from his/her memory. 
2. Playing a pitch similar to a memorized pitch. 
3. Composing a new pitch from a possible range of pitches. 

v
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The improvisation process of a musician in finding a New Harmony follows the following three rules 
[1,2,20]: 

1. Harmony Memory Consideration (HMC): A decision value is picked from a stored solution in the 
Harmony Memory (HM) with the probability of the Harmony Memory Consideration Rate 
(HMCR).  

2. Pitch Adjustment (PA): Decides whether the chosen decision value from the HM can be adjusted 
to the neighboring values with a probability of HMCR × Pitch Adjustment Rate (PAR). 

3. Random Search (RS): A decision value picked randomly from a defined range with a probability 
of (1-HMCR). 

 
Optimization algorithms seek the best state (i.e., global optimum), which is determined by the 

objective function value. As such, for the HS algorithm, musical performances search for a perfect state 
of harmony, which is determined by aesthetic estimation. The pitch of each musical instrument 
determines the aesthetic quality; just as the objective function value is determined by the set of values 
assigned to each design variable. 

The solution procedure of the HS algorithm is controlled using three parameters [4,21]: HMS, 
HMCR, and PAR. These parameters are defined in the following section. The solution of an 
optimization problem using the HS algorithm (shown in Fig. 4) is performed based on following five 
steps [20,22-24]: 

 

 
Fig. 4. Optimization procedure of the improved harmony search algorithm. 
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Step 1. Initialize the optimization problem and HS algorithm parameters. Initialize the parameter 
of the HS algorithm, the number of decision variables, values range, HMS (i.e., the number of 
vectors in the solution of harmony memory), HMCR where HMCR ∈ [0, 1], PAR where PAR ∈ [0, 1], and the stopping criteria (i.e., the number of iterations [IT]). 

Step 2. Initialize the harmony memory. Initialize the HM by generating solution vectors from the 
decision variable (the entire search space of the problem to be optimized). 

Step 3. Improvise a New Harmony. Improvise a new solution vector using HM, HMCR, PAR, RS, 
and the three HS algorithm improvisation rules. 

Step 4. Update the harmony memory. If the new improvised solution vector is better than the worst 
solution vector in the HM, replace the worst solution with the new improvisation (in terms of 
the objective function value). 

Step 5. Check the stopping criterion. Check for convergence. If convergence or stopping criteria 
have not been met go back to Step 3, otherwise take out the best solution in the HM as the 
optimal solution vector of the function. 

 
 

5. Clustering by Fuzzy Harmony Search–Fourier Transform 

The FHS-FT algorithm is a hybrid method between the HS algorithm, fuzzy logic, and Fourier 
transform. In this section, we describe the FHS-FT algorithm, and also show how it addresses the 
problem of image clustering. 

Table 1 presents the analogy of the FHS-FT clustering algorithm with a musician’s improvisation 
process in regards to finding a New Harmony and optimization problem: 

 
Table 1. FHS-FT clustering vs. musical terms and optimization terms 

Musical terms Optimization terms FHS-FT clustering terms 
Musical instrument Decision variable Cluster 

Pitches of instruments Values of variables Image pixels 
Improvising a pitch Picking a decision variable Picking a pixel 
Musical harmony Solution vector Centers of clusters 
Esthetic standard Objective function FS index (Fukuyama and Sugeno) 

Practices Iterations Stopping criteria (number of iterations) 
Experience Memory matrix Experiments on HM  (size of each 

vector = number of clusters × 
dimension of the image) 

Fantastic harmony Global optimal Vector optimal centers of clusters 

 

5.1 Image Representation 
 

Clustering is applied on a set of artificial images, photographic images, and satellite’s images. For the 
satellite image, LANDSAT5 Thematic Mapper (TM), our algorithm began by loading the three images 
corresponding to the three channels TM2, TM3, and TM4. After this we did a color composition by 
associating the blue filter with channel TM2, the green filter with channel TM3, and the red filter with 
channel TM4. As such, we used 3D RGB images. 
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5.2 Fourier Transform Application 
 

The purpose of using the Fourier transform in this work is to identify the frequency characteristics of 
an image. We focused only on the Fourier spectrum (i.e., the modulus of the Fourier transform) of the 
image, without worrying about the phase. Indeed, the spectrum can account for the energy distribution 
of the image, and with respect to the periodicity that of the orientation of the image patterns, this is 
especially convenient in the study of the image. 

This phase consists of loading three images corresponding to the dimension of the images, but for 
satellite images it corresponds to the TM2, TM3, and TM4 channels. Then, we performed the Fourier 
transform and frequency filters (low pass, band pass and high pass) for each image. As a result, we had 
12 images to load in our algorithm, the three dimensions of images, and the images after applying 
frequency filters. 

 
5.3 Initialization of Parameters 
 

Initializing the values of the FHS-FT algorithm’s parameters is very important for obtaining the best 
optimization results because these parameters can seriously affect the performance of the algorithm. 

For the maximum number of classes in the image, we estimated the number of classes constituting, in 
a visual way, the image, and we fixed a random value greater than it. However, the choice of parameters 
values related to FHS-FT: HMS, HMCR, PAR and IT (iterations number) were selected from our 
previous studies made with the HS algorithm and which are presented in articles [5,25,26] where the 
recommended range for the number of generations or iterations (IT) were between 50 and 200  (for an 
artificial image) and between 200 and 2,000 (for a satellite image), the size of harmony memory (HMS) 
was 20, the HMCR between 0.7 and 0.9 , and the PAR between 0.1 and 0.5. However, the best value of 
HMCR and PAR that produced the best optimal results presented in our articles [5,25,26] were 0.9 and 
0.1, respectively. 

 

5.4 Initialization of Harmony Memory 
 

The HM matrix in Eq. (8) is initialized with randomly generated solution vectors as many as the 
HMS = 20 (the possible range of decision variables ak of solution vectors is between 0 to 255.) with their 
respective values of the objective function [4,24], as explained in Section 5.5.  

 

HM =                                                                                                                         (8) 
 
 
 
 
 
 

Each vector harmony memory (HM vector) is a solution of the cluster centers of the FHS-FT 
algorithm, which has a physical length of (c × d) [4], where, c is the number of clusters and d is the 
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dimension of the image. The vector of the solution is as shown in Eq. (9): 
 

 

HM vector = (a1 a2…ad, a1 a2…ad   …  a1 a2…ad)                                                  (9) 
 
For example, if an image has three different regions, that is 3D (RVG) three characteristics that 

describe each pixel, the harmony vector could be as (120, 52, 80, 50, 150, 20, 196, 240, and 33), wherein 
(120, 52, and 80) represent the value  centers of the cluster for the first image region, and (50, 150, and 
20) represent the value centers of the cluster for the second image region, and so on. 

 

5.5 FHS-FT Process 
 

After loading the satellite image RGB, application TF, initialization of the FHS-FT parameters, and 
the HM, the FHS-FT algorithm starts working, and for each iteration, a New Harmony vector (solution 
vector) x’=(x1’, x2’,…, xcxd’) is generated by considering three rules of improvising a New Harmony 
(memory consideration, pitch adjustment, and random) until the stopping criterion is reached, as 
shown in Fig. 4. 

In regards to memory consideration, it is possible to choose the value of the decision variable from 
the y values stored in the HM range x’=(x1

1, x1
2,…, xcxd

HMS ) [24]. It uses the HMCR parameter, which 
varies between 0 and 1, and is the probability of selecting one value from HM; whereas (1-HMCR), is 
the probability of randomly selecting from the possible range. The selection procedure for HMCR is 
shown in Eq. (10) [10,19]: 

 
                      xi'   ϵ    {xi

1, xi
2,…,  xi

HMS
}  

xi' =             with probability HMCD                                                               (10) 
                      xi'   ϵ   Xi 
                            with probability (1- HMCD) 

 
The HMCR is the probability of choosing one value from the historic values stored in the HM, and 

(1- HMCR) is the probability of randomly choosing one possible value that is not limited to those 
stored in the HM. For example, an HMCR of 0.95 indicates that the FHS-FT algorithm will choose the 
design variable value from previously stored values in the HM with a 95% probability rate and from the 
entire feasible range with a 5% probability rate. A HMCR value of 1.0 is not recommended because of 
the possibility that the solution may be improved by values not stored in the HM. This is similar to the 
reason why the genetic algorithm uses a mutation rate in the selection process [27]. 

After the memory is taken into consideration , each decision variable choice is evaluated to determine 
whether pitch adjustment is necessary or not [24]. This procedure uses the PAR parameter, which is 
identified in Eq. (11). It sets the rate of adjustment for the pitch chosen from the HM as shown in Fig. 5. 

The parameter PAR means “changing the frequency” of the simulated music. This means that the 
PAR generates slightly different values for the composition of the New Harmony vector and explores 
more additional solutions in the search space. 

    V1               V2                         Vc 
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Fig. 5. New Harmony improvisation concept. 

 
Here, bw is a bandwidth distance that is arbitrarily used to improve the performance of the HS, and in 

this paper it is set to bw = 0,0001 MaxValeur (n); where MaxValeur (n) = 255 is the maximum value 
that can take a pixel and rand () is a uniform random number between 0 and 1. 

 
              xi'   ±    rand(0,1)×bw 

          xi' =             with probability PAR                                                       (11) 
              xi' 

                    with probability(1- PAR) 
 
As can be seen in Eq. (11), the decision variable xi’ is replaced with xi’ ← xi’ ± rand (0,1) × bw with 

probability PAR, while doing nothing with probability (1-PAR) [10,13,19]. 
Through this process, the fitness value of each new vector will be calculated and compared with the 

worst fitness value in harmony memory [4,28].  
If the new vector’s fitness value is better or equal than that worst value in HM, replacement will take 

place and this new vector will be as a new vector in the HM; otherwise, it will be ignored. Once the HS 
algorithm has met the stopping criterion, the selection of a solution vector with minimum fitness value 
is made in HM to reach its goal of finding the optimal cluster centers. 

 
5.6 Objective Function 
 

The objective function or validity index is utilized to calculate the fitness of the solution. The FHS-FT 
algorithm is based on optimizing an objective function and it’s FS index. According to our previous 
studies, which are presented in [5], the FS validity index increases the performance of the algorithm for 
satellite image clustering compared to the Jm, XB, and DB validity indices [1,5,13,15]. 
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The FS index in Eq. (12), was proposed by Fukuyama and Sugeno in 1989. Where, m=1, xk is the kth 

data point, vi are cluster prototypes (cluster centers), c is the number of clusters, v is the grand mean of 
all data xk , uik is the membership value of data xk of class ci, and |ci| is the total amount of data belonging 
to cluster i. 
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6. Experimental Results and Analysis  

For comparing the performance of the FHS-FT algorithm, which we have proposed for the clustering 
of optical data, we studied different type of images (artificial, photographic, and satellite). In this 
section, we describe the images used, the parameters of the algorithm FHS-FT, experiences, results, and 
discussions. 

 
6.1 Image Used  
 

The experiments conducted were applied on five different images (two synthetics, one artificial, one 
photographic, and one satellite) to better evaluate our proposed algorithm. The first and second images 
are synthetics that contain three and five clusters or colors, respectively (Fig. 6). The third image is 
artificial and contains three clusters, and the fourth image is a photograph of vegetables that contains 
four clusters (Fig. 6). The last image is a satellite image provided by QUICKBIRD. The natural disaster 
that we chose to detect was an earthquake, which was 6.8 [29] on the Richter scale, in the Boumerdes 
region (in Algeria) dated May 21, 2003 (Fig. 7).  

 

 
Fig. 6. Images used (image 1, 2, 3 and 4 from left to right). 

 
The satellite image shown in Fig. 7 is in high resolutions and is a colorful composition of the three 

channels (LANDSAT 5 TM bands in 4, 3, and 2 RGB). We used just a part of the LANDSAT 5 TM 
(Thematic Mapper) seismic satellite image (Area A in Fig. 7) and it contains five different clusters (area 
damage, asphalt, soil, vegetation, and shadows). 

 

 
Fig. 7. Satellite image used and study area. 
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6.2 Experiences and Discussion  
 

The objective of these experiments that we conducted was to measure quality and analyze the 
optimized performance of our FHS-FT algorithm for clustering or the unsupervised classification of 
different types of images.  

For our first test, we applied four experiments to image 1 (Fig. 6), which contains three clusters (red, 
blue, and yellow). The first experience was with the HS classic algorithm proposed in [25], the second 
was with the HS algorithm that works with the FS validity index proposed in [5,26,29], the third with 
FHS algorithm proposed in [30], and the last experience with our new FHS-FT algorithm. While we 
fixed the same parameters for the four algorithms according to Section 5.1, the number of clusters or 
classes had a random value of more than three, 1 iteration number (IT=1), and other parameters of 
HMS=20, HMCR=0.9, and PAR=0.1. The results obtained from the experiences applied to image 1 are 
summarized in Table 2. 

 
Table 2. Results of the clustering on image 1 by the four algorithms 

 
Number of pixels found in each class 

Time (s) 
1 2 3 4 5 6 7 

HS classic 5407 0 0 3728 0 1854 0 69.02 

HS 0 0 5407 1854 3728 0 0 79.76 

FHS 1854 3728 0 0 5407 0 0 70.34 

FHS-FT 0 2105 6034 47 4135 0 0 103.78 

 

Table 2 shows that the classes constituting image 1 were correctly recognized depending on the 
number of clusters detected (equal to 3) in the HS classic, HS, FHS, and FHS-FT algorithms. There was 
only a small difference in the run time, so the HS classic algorithm is better because it considers the 
index Jm as the membership value of data of class uij, while the HS used the index Fs, the FHS algorithm 
used the index Fs with consideration the membership of data of class uij (fuzzy logic), and the FHS-FT 
algorithm used the index Fs, fuzzy logic, and the Fourier transform. 

For the second test on image 2 (Fig. 6), which contained five clusters (colors red, blue, green, yellow, 
and purple), we kept the same parameters formed in image 1 (HMS=20, HMCR=0.9, PAR=0.1) and 
only changed the parameter IT from 10 to 40. For the number of clusters, the random value was more 
than five. All of these experiences were carried out with the HS classic, HS, FHS, and FHS-FT 
algorithms. The different results obtained about the fitness, the number of clusters recognized, and the 
run time of each algorithm, are summarized in the Tables 3 and 4 below. The experiences, which are 
shown in Table 4, were the best results obtained for each iteration of each algorithm (i.e., for every 
iteration we conducted several tests and kept the best). They were chosen depending on the minimum 
fitness and visual recognition rates of image classification. 

Depending on the basis of the results for the unsupervised classification of image 2, which are shown 
in Tables 3 and 4, we observed that the best result obtained for the HS classic algorithm was in the 
number of iterations equal to 40, for the HS algorithm it was in the number of iterations equal to 30, for 
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the FHS algorithm it was in the number of iterations equal to 20, and for the FHS-FT algorithm it was is 
in the number of iterations equal to 40. These results are based on the minimum fitness rate and 
number of classes recognized equal to 5 (visual recognition rate). When the number of iterations and 
the run time of the best results between the algorithms were compared, the FHS algorithm was the best 
because it provides a better performance for clustering a synthetic image compared the other 
algorithms in terms of clustering, the number of iterations, and execution time.  

For the third test on image 3 (Fig. 6), we kept the same parameters (HMS=20, HMCR=0.9, PAR=0.1) 
and algorithms as before. In these tests, we used an artificial image that contained three clusters (red, 
white, and black), so the number of clusters had a random value of more than three, and the parameter 
IT varied from 10 to 25. The results obtained from experiences used in image 3 are summarized in 
Tables 5 and 6. The experiences shown in Table 5 are the best results obtained for each iteration. 

 
Table 3. Results of the clustering on image 2 by the four algorithms 

 
Number of pixels found in each class 

Fitness Time (s) 
1 2 3 4 5 6 7 

HS classic           

IT=10 0 1742 2225 3078 0 2955 0 81779000 78.16 

IT=20 0 0 3078 2225 0 1742 2955 74792700 110.12 

IT=30 2225 0 3078 2955 1742 0 0 71452670 133.25 

IT=40 3078 0 1378 2225 1577 0 1742 76555590 166.61 

HS          

IT=10 0 3078 1378 0 2225 1577 1742 89277050 103.57 

IT=20 3078 0 0 2225 1742 1378 1577 79393180 136.36 

IT=30 2225 1378 1577 1742 3078 0 0 39683540 161.53 

IT=40 1742 0 0 2225 2955 3078 0 88146510 199.01 

FHS          

IT=10 3319 0 0 2225 0 1378 3078 11226190 85.36 

IT=20 1577 1378 1742 3078 0 2225 0 10181790 113.40 

IT=30 0 1378 0 2225 1577 1742 3078 10876310 173.95 

IT=40 3078 0 1378 2225 1577 1742 0 11563620 212.57 

FHS-FT          

IT=10 4 1571 0 10 3088 2225 3102 114723100 143.15 

IT=20 0 4369 0 1482 1 2321 1827 125593600 203.20 

IT=25 1476 1742 4 117 3392 1369 1900 111817900 170.78 

IT=30 1195 1985 1798 87 2 3087 1847 124290600 224.51 

IT=40 0 1735 3078 1182 189 1491 2325 99786510 215.95 
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Table 4. Results by image of the clustering on image 2 by the four algorithms 
HS classic HS FHS FHS-FT 

 
IT=10 

 
IT=10 

 
IT=10 

 
IT=10 

 
IT=20 

 
IT=20 

 
IT=20 

 
IT=25 

 
IT=30 

 
IT=30 

 
IT=30 

 
IT=30 

 
IT=40 

 
IT=40 

 
IT=40 

 
IT=40 

 
Table 5. Results of the clustering on image 3 by the four algorithms 

 Number of pixels found in each class
Fitness Time (s) 

1 2 3 4 5
HS classic         

IT=10 0 497 3317 19 647 35637430 45.84 
IT=15 647 6 3298 529 0 35255590 47.08 
IT=20 0 491 0 3333 656 37635880 53.47 
IT=25 0 509 338 18 625 37307640 42.50 

HS        
IT=10 0 500 22 3333 625 42772640 41.72 
IT=13 638 3323 519 0 0 38991090 44.31 
IT=20 0 36 3341 478 625 57242120 51.75 
IT=25 666 19 3317 0 478 32809640 42.51 

FHS        
IT=10 0 0 518 625 3337 11667530 42.65 
IT=15 10 3297 0 656 517 9762933 47.69 
IT=20 36 5 667 3292 470 9812600 58.31 
IT=25 13 491 661 0 3315 8341770 61.18 

FHS-FT        
IT=10 412 14655 732 585 0 336865200 151.29 
IT=13 15295 241 0 0 848 342144100 128.45 
IT=20 42 703 411 0 15228 316953600 217.60 
IT=25 15277 0 285 11 811 287471200 147.05 
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Table 6. Results by image of the clustering on image 3 by the four algorithms 
HS classic HS FHS FHS-FT 

 
IT=10 

 
IT=10 

 
IT=10 

 
IT=10 

 
IT=15 

 
IT=13 

 
IT=15 

 
IT=13 

 
IT=20 

 
IT=20 

 
IT=20 

 
IT=20 

 
IT=25 

 
IT=25 

 
IT=25 

 
IT=25 

 

From the results obtained in Tables 5 and 6 about the supervised classification of an artificial image 
(image 3 in Fig. 6) by the four algorithms, we noted that the best result was given by the FHS algorithm 
where the number of iterations was 10. This is because the number of classes recognized was equivalent 
to 3 as compared to other iteration tests (IT=15, 20, and 25). The other best algorithm results for the HS 
classic algorithm it was 20 iterations, for the HS algorithm it was 13 iterations, and for the FHS-FT 
algorithm it was 13 iterations. 

Once again, the FHS algorithm is the best, because it provides better performance for clustering a 
synthetic image compared the other algorithms in regards to clustering, the number of iterations, and 
execution time.  

From these tests, shown in Tables 3 and 5, it can be noted that the variation of the number of 
iterations influxes in regards to results in two different ways: the more we increased the number of 
generations, we had a better clustering; but arrive at a number of generations, the performance of our 
algorithm began to degrade. We concluded that the determination of the IT is very sensitive, because it 
can lead to divergence. The latter is caused by the operation rand (0, 1), which consists of incorporating 
the modifications of the harmony solution vector at each iteration and initial memory. 

In the fourth test, we used a photographic image (image 4 in Fig. 6) that contained four clusters (red 
and green for the peppers, white and black for light) and the number of clusters had a random value of 
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more than four. In regards to experiences, the parameters of the four algorithms were like the preceding 
experiences (HMS=20, HMCR=0.9, PAR=0.1); but just for the IT parameter, we varied it from 50 to 
600. The results, which are summarized in Tables 7 and 8, are the best results obtained for each 
iteration, and they were chosen depending on the minimum fitness and visual recognition rates of 
image classification. 

 
Table 7. Results of the clustering on image 4 by the four algorithms 

 
Number of pixels found in each class 

Fitness Time (s) 
1 2 3 4 5 6 

HS classic          

IT=50 0 0 965 3992 2252 9691 42382120 423.71 

IT=100 3840 9946 2343 0 30 741 40203230 725.75 

IT=200 0 394 0 3097 3076 10333 30985350 1301.66 

IT=300 532 8928 1028 1096 0 5316 33595980 2174.77 

IT=400 0 753 9515 233 967 5432 37758440 2714.92 

IT=500 7332 5631 324 841 131 2641 31082200 3780.75 

IT=600 3211 609 1269 587 8753 2471 17989980 2548.68 

HS         

IT=50 0 2163 161 9714 1172 3690 41303080 412.61 

IT=100 3093 1 1805 528 1678 9795 27381160 711.45 

IT=200 4845 646 9619 116 0 1674 28151560 1251.36 

IT=300 0 3891 5682 963 1075 5289 27988050 2120.10 

IT=400 48 1325 424 5178 9176 749 18336410 2647.34 

IT=500 4144 855 772 9306 1092 731 19827250 3818.31 

FHS         

IT=50 1 363 7820 3592 5124 0 14443620 365.92 

IT=100 7842 2297 4751 1872 138 0 10613150 671.53 

IT=200 2034 1197 3021 9465 1183 0 9733311 1179.74 

IT=300 278 8964 4374 1111 2173 0 6484043 1718.42 

IT=400 1710 4309 9263 762 856 0 7744076 2428.87 

IT=500 827 1751 4012 1336 8974 0 5828651 3161.96 

FHS-FT         

IT=50 2004 14275 68 511 0 42 150564600 373.40 

IT=100 6 1086 3520 208 0 12080 137298600 680.71 

IT=200 1319 9889 0 5436 255 1 88080320 1570.64 

IT=300 10879 287 1 1470 4069 194 98677910 1072.52 

IT=400 11491 63 3937 28 1373 8 100283800 1629.77 

IT=500 25 12229 2442 1268 0 936 80820470 2736.32 
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Table 8. Results by image of the clustering on image 4 by the four algorithms 

HS classic HS FHS FHS-FT 

 
IT=100 IT=50 IT=50 

 
IT=50 

 
IT=200 IT=100 IT=100 

 
IT=100 

 
IT=300 IT=200 IT=200 

 
IT=200 

 
IT=400 IT=300 IT=300 

 
IT=300 

 
IT=500 IT=400 IT=400 

 
IT=400 

 
IT=600 IT=500 IT=500 

 
IT=500 
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According to the results given in Tables 7 and 8 for photographic image clustering (image 4 in Fig. 6), 
the algorithm that gave the best visual recognition rate was the FHS-FT with an IT equal to 400. This 
was because the classified image was the closest to the real image, even if in iterations equal to 500 is the 
best fitness value and equal to 200 is the best number of the recognized classes (equal to 4). However, 
despite the increased recognition rate (visual) in 400 iterations, there were minimal upgrades compared 
to other algorithms. The results were as follows: green class: blue 3937 pixels and green 63 pixels; white 
class: yellow 1373 pixels and pink 8 pixels; and the red and black classes: red 11491 pixels and orange 28 
pixels. Some confusion persisted, primarily in the black and red classes, because our algorithm found 
that they are of the same class. 

For the other algorithms the results were as follows: the HS classic algorithm had a 600 IT, the HS 
algorithm had a 400 IT, and the FHS algorithm had a 400 IT. When we compared the best FHS-FT 
result with other algorithms, we saw that the upgrade rates (of FHS, HS, and HS classic) were more than 
the FHS-FT algorithm. For example, in the FHS algorithm an orange upgrade (762 pixels) in white and 
black classes; in HS algorithm an upgrade with color blue (424 pixels) and red (48 pixels) in white class, 
and also a confusion between white and green class; in HS classic algorithm an upgrade in color green 
(609 pixels) in red class and color orange (587 pixels) in black class, and also a confusion between 
classes: white with green, black with green and red. We concluded that the FHS-FT algorithm is the best 
because it provides better performance for clustering a photographic image compared to other 
algorithms in regards to the visual recognition rate of the clustering, the number of iterations, the 
execution time, and upgrade.  

For the last test, we used a satellite image (Area 1 in Fig. 7). Our experiment consisted of extracting 
the information that we desired to obtain from a satellite image by using unsupervised classification 
(clustering), because classification is an important step in the processing phase. The purpose of 
processing is obtaining the visual interpretation of the image processed for analysis, understanding the 
target, and helping to solve the issue of the management of natural disasters (detection of natural 
disasters). As we have presented in Section 6.1, we used part of a LANDSAT5 TM satellite image 
seismic area (earthquake in the Boumerdes region dated May 21, 2003), and it contained five different 
clusters (area damage, asphalt, soil, vegetation, and shadows). For this experience we used the same 
algorithms and parameters (HMS=20, HMCR=0.9, PAR=0.1) as we did for the others. The number of 
clusters had a random value of more than five and the parameter IT varied from 10 to 100. The best 
results obtained for each algorithm (i.e., for every iteration we ran several tests and kept the best results, 
which were chosen based on the minimum fitness and visual recognition rates of image classification) 
are summarized in Table 9. 

From Table 9, which contains the results of the satellite image clustering by the four algorithms, we 
can conclude that if we compare the results with the actual image area (because we know this area), the 
quality of the clustering using the FHS-FT algorithm provides a very good rate of visual recognition of 
area damage (light blue 9890 pixels). Also, according to the results obtained with the other algorithms it 
is more precise, but there is a little confusion between asphalt and soil classes (like the other 
algorithms). There is also a small upgrade in soil class (green 7340 pixels and pink 32 pixels) and in 
asphalt class (orange 6907 pixels and blue 182 pixels). 

However, it is important to note that the FHS-FT causes fewer false alarms and little confusion in 
regards to the asphalt and soil classes (green, orange) and the upgrade in soil class (green, pink) compared 
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to the others algorithms. 
So, from the experiments, which are shown in Tables 2–9, the FHS-FT algorithm has a good 

performance in clustering and fewer false alarms (good detection of area damage and other classes) of 
the satellite and photographic images, as compared to FHS, HS, and HS classic. However, it has a 
weakness in clustering simple statics images. The FHS algorithm gives the best result because these 
types of images do not need to apply the FT since they are not complex pictures. 

 

Table 9. Results by image of the clustering on image 5 by the four algorithms 
HS classic HS FHS FHS-FT 

IT = 100 
Number of clusters 
recognized = 4  
Fitness = 53710690 
Run time = 465.24 s 

IT = 50  
Number of clusters 
recognized = 7 
Fitness = 12512040   
Run time = 539.51 s 

IT = 30  
Number of clusters 
recognized = 6 
Fitness = 12197270  
Run time = 442.67 s 

IT = 20  
Number of clusters recognized = 
6 
Fitness = 249657700 
Run time = 337.21 s 

 

 
 

7. Conclusions and Future Work 

Classification is always the key point in the field of image processing. The fuzzy clustering model is an 
essential tool for finding the proper cluster structure of given data sets in pattern and image 
classification. However, this algorithm usually has some weaknesses, such as the problem of falling into 
a local minimum, and it needs a lot of time to accomplish the classification for a large amount of data. 
In order to overcome these shortcomings and increase classification accuracy, we hybridized the HS 
algorithm with the Fourier transform (FT) to obtain an improved algorithm (FHS-FT) for unsupervised 
classification. 

The experimental results on benchmark images (photographic and satellite) show that the FHS-FT 
algorithm presents a novel concept that imports significant improvements to complex image clustering, 
and is more promising for the recognition of real world objects in unknown scenes. 

For the future work, we propose including an initialization method in our FHS-FT approach and to 
extend this method by using the texture parameter in the classification process in order to increase the 
accuracy of identifying the areas of natural disasters. 
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